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Outline

O Topic: internetworking
Case study: Internet Protocol (IP) Suite
O Simple interworking
internet and the Internet
Global addressing scheme
Packet fragmentation and assembly
Best effort service model and datagram forwarding
Address translation
Host configuration
Error reporting
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Heterogeneity and Scalability

O LAN: smallin size

O How to extend LAN?
Bridges and switches

Good for global networks?

O Spanning tree algorithms = very long path and huge forwarding
tables

o0 Bridges and switches: link level/layer 2 devices = networks must
be using the same type of links

O Problems to deal with
Scalability: global networks are huge in size

Heterogeneity: networks of different types of links are
In use

9/26/2016 CSCI 445 - Fall 2016



Network of Networks:
internetworking

O An arbitrary collection of networks interconnected to provide some sort of
host-host to packet delivery service

Network 4 (Ethernet)

H1 H2 H3 |
| ' | Ho
Network 2
(Ethernet)

Network 3
(Point-point)

Network 1
(Wireless)

9/26/2016

CSCI 445 - Fall 2016 5



Solution to Scalability: Network of
Networks

O Forwarding packets to networks from networks: smaller forwarding
ta b l €S Network 4 (Ethernet)

H1 H2  H3
| | |

Network 2
(Ethernet) SZ

R1

Network 3
(Point-point)

Network 1
(Wireless)
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Solution to Heterogeneity: layered
architecture and hourglass design

O Network layer encapsulates the heterogeneity and the complexity
of data link and physical layers (or the host-to-network layer)

Application

Transport

Networlk

Data Link

Physical

L
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Radio

Application
Transport
Network Network Network
Data Link Data Link Data Link
Physical Physical Physical
< | |
Medium
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Network Layer and Lower Layers

193N0Y

© 0S ‘ Network layer packet ‘
Network layer
Link Layer Link Layer ‘ Network layer packet as payload ‘
Adapter (type 1) (type 2)
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Internet Protocol

O |IP = Internet Protocol

O Key tool used today to build scalable, heterogeneous internetworks
Routers forward packets to “networks”: forwarding tables can be smaller
Above link layer: can cope with different link layer technology

Runs on all the nodes in a collection of networks

Network 4 (Ethernet)

| Defines the infrastructure

- e Allows these nodes and networks to function as
Network 2 a single logical internetwork
(Ethemet) Network 3 H5 g g H8

(Point-point)
TCP R1 R2
i I
H4 - S¢ : P IP P
Ly K= Lol e e || =l e
HE . . e 7802.117 802.11F ETH-I | ETH | PPP | .
Network 1 ‘ |

(Wireless)
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Case Study: The Internet

O Global internetworks built on IP 2 The Internet # internet
O Using Internet Protocol (IP) as a case study

Datagram forwarding and service model
IP packet format and global IP addressing scheme

Deal with Link layer and network layer interfacing
o Packet fragmentation and assembly

o Address translation
Other important issues
o Host configuration

o Error reporting

9/26/2016 CSCI 445 - Fall 2016
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P Service Model

O Packet Delivery Model
Connectionless model for data delivery

Best-effort delivery (unreliable service)
O packets may be lost
O packets may be delivered out of order
o duplicate copies of a packet may be delivered
o packets may be delayed for a long time

O Global Addressing Scheme

Provides a way to identify all hosts in the network

9/26/2016 CSCI 445 - Fall 2016
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Basic Data Structure: IP Packet

O Design Goals

Attributes and purposes
o Support error detection and handling
o Support networks as a forwarding source and destinations
o Support different networking technologies
o Support multiplexing
O Support extensibility

9/26/2016 CSCI 445 - Fall 2016
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|IP Packet Format (1)

O Discussing IP version 4 (IPv4). Discussing IP version

6in later lessons

Convention used to illustrate IP packet

o 32 bit words
o Top word transmit first
o Left-most byte transmit first

0 4 8 16 19 31
Version | HLen TOS Length
Ident Flags Offset
TTL Protocol Checksum
SourceAddr
DestinationAddr
Options (variable) {V;aaﬂle)
Data
B L SN
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Packet Format

O

(|

(|

9/26/2016

Version (4): 4 or 6. The rest is for version
4. Discussing 6 in later lessons

Hlen (4): number of 32-bit words in
header

TOS (8): type of service (not widely used)

Length (16): number of bytes in this
datagram

Ident (16): used by fragmentation
Flags/Offset (16): used by fragmentation

TTL (8): number of hops this datagram
has traveled

Protocol (8): demux key (TCP=6, UDP=17)
Checksum (16): of the header only
DestAddr & SrcAddr (32)

4 8 16 19 31
Version | HLen TOS Length
Ident Flags Offset
T Protocol Checksum
SourceAddr
DestinationAddr
Options (variable) G a’:r’iaaﬂl -
Data
/\/\//\/\/w/\/\
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Capturing an IP Packet

O And examining it ...

O Use the ethercap application (a part of homework 1)
O Use Wireshark

O Use Microsoft Network Monitor ([Viessage Analyzer)

O Use tcpdump
O Use libpcap in your own application

9/26/2016 CSCI 445 - Fall 2016
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sing Wireshark

Untitled) - Wireshark
File Edit Wiew Go Capture Analyze Statistics  Telephony Tools  Help

B e BEEXZSE | A¢e*»dTFLL|EHE QQABD #8B % H
Filter: | | ¥ Expression... Clear Apply
Mo, - Tirne Source Destination Protocol Info &
231 21.194233 192.165.1. 150.174.6.9 TCP ovalarmsry > netbios-ssn [ACK] Seg=13
232 22.002271 152.168.1. 150.174.6.59 SME Trans2 Reguest, QUERY_FPATH_INFO, Quer
233 22.003452 150.174.6. 152.168.1.52 SME TransZ Response, QUERY_PATH_INFOQ, Err
234 22.015358 152.168.1. 150.174.6.5 SME Trans2 Reguest, QUERY_PATH_INFO, Quer
235 22.016352 150.174.6. 192,168.1.52 SME TransZ Response, QUERY_PATH_INFO, Err
236 22.028032 152.168.1. 150.174.6.%9 SME TransZ Request, QUERY_PATH_INFO, Quer
237 22. 028966 150.174.6. 152.168.1.52 SME TransZ Response, QUERY_PATH_INFOQ, Err
238 22.031221 162, 168.1. 150.174.6.9 SME Trans2 Request, QUERY_PATH_INFO, quer
2137 1 Ak a. 152.168 SME TransZ Response, QUERY_PATH_INMNFO, Err
| 5 168.1 5 : ] 4
241 22.670048 192.168.1. 198.65.1656.156 S5L Continuation Data
242 22.763285 198.565.166.156 192.168.1.52 TCP https > weritas-wisl [acCk] Seq=l Ack=
2435 23,002395 192.168.1.52 150.174.6.9 SME TransZ Request, QUERY_PATH_INFQ, quer
244 23, 003560 150.174.6.5 152.168.1.52 SME TransZ Response, QUERY_PATH_INFOQ, Err —
245 23.004847 Cisco-Li_Sh:3e:ho pell_&f:ha:11 ARP who has 192.168.1,527 7Tell 192.168.1
246 23, 004861 pell_8f:ha:ll Cisco-Li_Sh:3e:b0 ARP 192.168.1.52 95 at 00:13:72:8f:ha:11

P47 ?E M 2AM 1402 1AR 1 /2 MEN 174 A G MR Trans? Bamiast  AIERY PATH THEN  ruiar: ¥
| >

Fram
= Ethernet II, src: Dell_8f:ba:ll (00:13:72:58F:bha:1l), Dst: Cisco-Li_5h:3e:b0 (00:23:65:5b:3e:h0)

# Destination: Cisco-Li_Sh:3e:b0 (00:23:6%:5b:3e:h0)

# source: Dell_8f:ba:ll (00:13:72:8F:ba:11)

Type: IP (0x0800)

= Internet Protocol, Src: 192.168.1.52 (192.168.1.520, Dst: 150.174.6.9 (150.174.6.9)
version: 4
Header length: 20 hytes =
pifferentiated services Field: 0x00 (DSCP 0x00: Default; ECM: 0x00)
Total Length: 40
Identification: 0xdahd (54968)
® Flags: 0x04 (Don't Fragment)

#

i<

() Frame (framel, 54 hete: | Packets: 287 Disnlaved: 7A7 Marked: 0 Dronned: 01 | Profie: Defaulr
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|IP Packet

Application

Transport

Network

Data Link

Physical

-
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Radio

Application

Transport

Network Network Network |
Data Link Data Link Data Link . A
Physical Physical Physical .
pu— | | o
Medium 4 DATA
! IP Header || DATA
Link Layer Header || IP Header || DATA
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A Captured |P Packet
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Ethernet Protocol Numbers

“ VIM - fusrfincludefnetfethernet. h
10Mh

L eth

ethernet header
=]

[

i
= o )
m m Im

ot 0
-

1 intle t©
attribut

m m m o

riusr/include/net/ethernet ., h”
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=eth addr */
addr *
ID field */

'
T

prﬂt
..1.!1.!1!: l ARE */
IEEE .10 VLAN tagging *
IFX !

- ethernet addr */
adonly] S4L, 3ZzZ1C 49,1
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Exercise L10-1

O Below shows a captured o4 8 16 19

Ethernet frame

Q1: what is the length in bytes —
of the largest IP packet?

Q2: what is the length in bytes
of the smallest IP packet?

Q3: what are the values (bits) of Data

each field in the IP packet below " — "o~ —
(underlined). Which byte is the J
last byte of this IP packet?

oaoo Q00 23 as kb 49 11 00 13

Qo220 o1 35 av

ed 00 16 ke o0

31

Version | HLen TOS Length
Ident Flags Offset
Protocol Checksum

SourceAddr
DestinationAddr
Options (variable) {Vazictjale)
o

2 8f ba 11 08 00 45 AN

o010 oo 25 78 41 40 00 80 O £ Ad «0 58 01 34 o0 a3
; ]

a da ba 1= 1a b7 50 10

a030 £f1 50 =0 30 00 00 o0 OO0 oo oo oo oo

9/26/2016
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IP Fragmentation and Reassembly

O Each network has some MTU (Maximum
Transmission Unit)

Ethernet (1500 bytes), FDDI (4500 bytes)

O Strategy

9/26/2016

Fragmentation occurs in a router when it receives a
datagram that it wants to forward over a network which
has (MTU < datagram)

Reassembly is done at the receiving host

All the fragments carry the same identifier in the Ident
field

Fragments are self-contained datagrams
IP does not recover from missing fragments

CSCI 445 - Fall 2016
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PF
- Xa

ag

P

mentation and Reassembly:

e

D I P pa C ket Network 1 (Ethernet)

Data: 1400 bytes %Rg,

H1 H2

IP header: 20 bytes O O

| ]
s

| | _ ' Network 4
D M T U Network 2 (Ethernet) (point-to-point)
% R1
Ethernet=1500 |
= R2
FDDI=4500 =} Fﬂ
H4
P P P: 5 3 2 Network 3 (FDDI)
0 L1
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Network 1 (Ether=ct)

Xa m e H1 _— H7 R3 H8
P 8838 /.
Network 2 (Ethernet) point-to-point
IP packet at H1 o il
Data: 1400 bytes 7ok
IP header: 20 bytes emotksnty |
-

H1 R1 R2 R3 HS8
MTU=1500 MTU=4500 MTU=532 MTU=1500
ETH |IP|(1400) FDDI|IP|(1400) PPP |IP|(512) ETH [IP|(512)

PPP |IP|(512) ETH [IP|(512)
PPP [IP|(376) ETH |IP|(376)

9/26/2016 CSCI 445 - Fall 2016



IP packet begin

Qoo 23 bN49\11 00 13 72 8f ba 11 05 00 45 00O
Qo010 28 78741 40 00 80 06 fe d4 o0 a8 01 34 c0O ad
o020 01 35 07 e3 00 16 be o0 Oa da be 1le 1a b7 50 10
o030 30 00 00 OO0 OO0 OO0 00 00 o0

Bit 0: reserved, must be zero IP
Bit 1: (DF) 0 = May Fragment, 1 = Don't Fragment. P
Bit 2: (MF) 0 = Last Fragment, 1 = More Fragments.

Source: http://www.freesoft.org/CIE/Course/Section3/7.htm

cket ends

9/26/2016 CSCI 445 - Fall 2016 24



Example

Ident:
Same across all fragments
Unique for each packet
MF (More Fragments) bit in Flags:
set > more fragments to follow
0 - last fragment
Offset
in 8-byte chunks

Start of header

Ident = x 0| Offset=0 /
Rest of header Fragmented

into three
fragments

1400 data bytes

Q: why 8-byte chunks?

9/26/2016 CSCI 445 - Fall 2016

Start of header

Ident = x

1| Offset=0

Rest of header

512 data bytes

Start of header

Ident = x

1| Offset = 64

Rest of header

512 data bytes

Start of header

Ident = x

0| Offset =128

Rest of header

376 data bytes

25



Hint for “Why 8-byte Chunk?”

0 4 8 16 19 a1
Version | HLen TOS Length
Ident Flags Offset
TTL Protocol Checksum
SourceAddr

DestinationAddr

Pad
(variable)

Options (variable)

9/26/2016 CSCI 445 - Fall 2016 26



IP Fragmentation and Reassembly

O |P datagrams traversing the sequence of physical networks

HS

R1 R2 R3
yliglly

H8

[802.111P| 1400 |  [ETH[IP| 1400 |  [PPP[IP| 512 |  [ETH[IP| 512 |
[pPP[IP| 512 | [ETH|IP| 512 |
[pPP|IP| 512 |  [ETH[IP| 512 |

9/26/2016
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Start of header

Ident=x ‘ ‘ |0‘ Offset=0

Rest of header

1400 data bytes

Start of header

dent=x | | [1] oOffset=0

Rest of header

512 data bytes

Start of header

Ident =x [ \ M Offset =64

Rest of header

512 data bytes

Start of header

Ident =x ‘ ‘ io‘ Offset =128

Rest of header

376 data bytes

27



Exercise L10-2

O For an imaginary network below

H1

MTU=1800

MTU=1500

MTU=512

H8

MTU=256

O Q: H1sendsan IP packet of 1800 bytes including IP header to H8. Please

show

1. IP datagrams traversing the sequence of physical networks graphed

above

2.  Header fields of IP datagrams before entering and after leaving each
router and hosts

9/26/2016
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Implementation of Reassembly

O Hints to understand the program (pp.243-247)

Map —— One fragment
Instance of Instance of Instance of | TAIL
KEY ‘+ HEAD FragInfo FragInfo " FragInfo
Instance of | [ Instance of _ Instagée of —
KEY t HEAD FragInfo FragInfo FragInfo TAILM
............... A
“..___Instance of FragList: fragments of an unfragmented packet
Instance of Instance of |. .| Instance of >
(KEY E HEAD FragInfo FragInfo FragInfo TAIL

Not necessarily a linked list

9/26/2016 CSCI 445 - Fall 2016 29



Global Addresses

O Internet Protocol (IP) Address
Globally unique
hierarchical: network + host

O IPv4
4 Billion IPv4 addresses, half are A type, % is B type, and
1/8 is C type

32 bit integer

Human-readable form: IPv4 numbers-and-dots notation
o 150.174.44.57

Facing exhaustion of address space, moving to IPv6

9/26/2016 CSCI 445 - Fall 2016
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IPv4 Address Classes (Legacy)

O Classes (legacy)

O To express networks

7/ 24

A: | 0|Network Host
/ 14 16

Classes . _—B: 110 Network Host
\ 21 8
C: |111]0 Network Host

9/26/2016 CSCI 445 - Fall 2016



Broadcast and Multicast Addresses

O Do the classes of IP addresses discussed including
any IP addresses starting with bits 1117

7/ 24

A: | 0|[Network Host
/ 14 | 16

Classes | — . . 110 Network Host
\ 21 8
C: (1|1]|0 Network Host

9/26/2016 CSCI 445 - Fall 2016




IPv4 Multicast Address

O Addresses starting with 1110

Classes — . B:

Multicast Address

9/26/2016

7/

24

Network

Host

14 . 16

0 Network Host

21 8

e

Network Host

Group Address

CSCI 445 - Fall 2016




IPv4 Broadcast Address

O setting all the host bitsto 1

Classes

9/26/2016

— . B-

e

7/

24

Network

1111...11111

14

16

0 Network

111...111

21

8

110 Network 1...

1

CSCI 445 - Fall 2016
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Pv4 Address Spaces for Private
Networks

O See RFC 1918

O Private networks
24-bit block 10.0.0.0—10.255.255.255
20-bit block 172.16.0.0-172.31.255.255
16-bit block 192.168.0.0-192.168.255.255
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Link Local IPv4 Address

O See RFC 3927/

O Link-Local IPv4 Address
o 16-bit block 169.254.0.0-169.254.255.255

9/26/2016 CSCI 445 - Fall 2016
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Exercise L10-3

O Find out IPv4 addresses of following hosts and indicate the class to which
the IP addresses belong

www.vsu.edu

www.drsr.sk

www.google.com
O Remark

There are many ways to find out the IP address of a host given a
domain name

o Example: nslookup www.vsu.edu (which works on most platforms
including Windows, Unix/Linux, and Mac OS X)

Convert the first number (from left) to a binary number, then
take a look at the 15t, and/or 2", and/or 3" bit

9/26/2016 CSCI 445 - Fall 2016 37



|IP Datagram Forwarding

O Strategy

9/26/2016

every datagram contains destination's address
if directly connected to destination network, then forward to host

if not directly connected to destination network, then forward to
some router

forwarding table maps network number into next hop
each host has a default router
each router maintains a forwarding table

CSCI 445 - Fall 2016
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Forwarding Table: Example

O Forwarding table at router R2 that has two interfaces

Oand 1

Network 4 (Ethernet) NEtW o rkN um NE‘}{t H op
H1 H2 H3 |
— - - — : Rl
s = = gy 2 Interface 1
Network 2
(Ethemet) Network 3 3 Interface 0
(Point-point)
4 R3
il &7
Hs ol e
Network 1
(Wireless)
9/26/2016 CSCI 445 - Fall 2016 39



Forwarding Algorithm

OAlgorithm

i1f (NetworkNum of destination = NetworkNum of one of
my 1nterfaces) then
deliver packet to destination over that interface

else
if (NetworkNum of destination i1s 1n my forwarding

table) then
deliver packet to NextHop router

else
deliver packet to default router

9/26/2016 CSCI 445 - Fall 2016

40



Forwarding Algorithm

OFor a host with only one interface and
only a default router in its forwarding
table, this simplifies to

1f (NetworkNum of destination = my NetworkNum) then
deliver packet to destination directly

else
deliver packet to default router

9/26/2016 CSCI 445 - Fall 2016
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Exercise L10-4

O Construct forwarding tables for routers R1 and R3.
Interfaces of routers are marked

Network 4 (Ethernet)

Network 2
(Ethernet)

Network 3
(Point-point)

Network 1
(Wireless)

9/26/2016 CSCI 445 - Fall 2016 42



|IP address to Physical Address
Translation

O Questions:

In an IP network, an IP packet is the payload of one or more Ethernet
frames. Who prepares the Ethernet frame headers which contain
destination Ethernet/physical address of the destination node?

How does the source node know the Ethernet/physical address of the
destination node?

Network layer ‘ IP packet ‘
05 IP = 150.174.2.101
Link Layer
Adapter Ethernet MAC IP packet as payloa
00:1E:C9:2E:F4:6D

9/26/2016 CSCI 445 - Fall 2016 43



Map IP Addresses into Physical
Addresses

O Map IP addresses into physical addresses
destination host
next hop router

O Techniques
encode physical address in host part of IP address
table-based
O ARP (Address Resolution Protocol)
table of IP to physical address bindings
broadcast request if IP address not in table

target machine responds with its physical address
table entries are discarded if not refreshed

9/26/2016 CSCI 445 - Fall 2016
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ARP Packet Format

O An ARP packet is the payload of a frame

Ethernet Header ARP Packet
/ A/0/ 8 16 \%1
psT || srC |[ Type Hardware type = 1 ProtocolT ype = 0x0800
l HLen =48 ‘ PLen = 32 Operation

SourceHardwareAddr (bytes 0 - 3)
Ox0806

SourceHardwareAddr (bytes 4 —5) SourceProtocolAddr (bytes 0 - 1)

SourceProtocolAddr (bytes 2 — 3) | TargetHardwareAddr (bytes 0 — 1)

TargetHardwareAddr (bytes 2 —-5)

TargetProtocolAddr (bytes 0 — 3)

9/26/2016 CSCI 445 - Fall 2016 45



ARP Packet Format

Operation: request or response
Source/Target Physical/Protocol addresses

0 8

OoOoOoao

HardwareType: type of physical network (e.g., Ethernet)
ProtocolType: type of higher layer protocol (e.g., IP)
HLEN & PLEN: length of physical and protocol addresses

16

31

Hardware type=1

ProtocolType =0x0800

HLen=48 PLen=32

Operation

SourceHardwareAddr (bytes 0-3)

SourceHardwareAddr (bytes 4-5)

SourceProtocolAddr (bytes 0—1)

SourceProtocolAddr (bytes 2-3)

TargetHardwareAddr (bytes 0-1)

TargetHardwareAddr (bytes 2-5)

TargetProtocolAddr (bytes 0-3)

9/26/2016 CSCI 445 - Fall 2016
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ARP Pac

<et: Examples

Qo110

agozo
AU S L

goio
aoz0

Ethernet Header

DST || SRC || Type

Operation (opcode)
-1 request 0x0806

2 reply
*3 request reverse
4 reply reverse

ff £f £ff £f £f £f 00 O
03 00 06 04 00 01 00 O

ff £ff £ff ff f£f ff

05 00 o0& 04 a0 O1

A oM o
L U T I 0y 0 e B 1 5

ARP Packet
0 8 16 31
Hardware type = 1 ProtocolT ype = 0x0800
HLen =48 PlLen = 32 Operation

SourceHardwareAddr (bytes 0 - 3)

SourceHardwareAddr (bytes 4 —5) SourceProtocolAddr (bytes0 — 1)

SourceProtocolAddr (bytes 2 — 3) | TargetHardwareAddr (bytes 0 - 1)

TargetHardwareAddr (bytes 2 —5)

TargetProtocolAddr (bytes 0 - 3)

g 08 06 QOO0 O1

6d o0 a8 01 45

gd 08 0O OO0

6d cd a8

47



ARP: Discussion

O Prevent stalled entries
Table entries will timeout (~15 minutes)
Do not refresh table entries upon reference
O Fresh entries (reset timer)
Update table if already have an entry
O Reduce ARP messages

Update table with source when you are the target in ARP
request messages

9/26/2016 CSCI 445 - Fall 2016
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ARP Table in Practice (1)

e Command Prom pt

H:“arp —a

Interface: 122.168.1.52 —— Bx2
Internet Address Phyzical Address Type
192 1681 .1 HA-23-69-5h—-3e-hA dynamic
122 .168.1.51 BA-23-ae—Ya—fe—al dynamic

Hzw>

9/26/2016 CSCI 445 - Fall 2016 49



ARP Table in Practice (2)

# hchen@turing: -

[hehenlturing ~]18 /fshinfarp -an

?r150.174.2.1) at 00:0D:835:11:DF: 58 [ether] on ethi
?Or1E50.174.2.102) at 00:30:45:27:DE: 44 [ether] on ethiO
?Oo(150.174.2.103) at O0:0L:E4:31:22:4F [ether] on ethi
?or1L50.174.2.104) at 00:13:20:0EB:99:52 [ether] on ethiO

[hehenfturing ~] & I

9/26/2016 CSCI 445 - Fall 2016




Host Configuration

O Ethernet addresses are configured into network by
manufacturer and they are unique

O IP addresses must be unique on a given internetwork
but also must reflect the structure of the
internetwork

O Most host Operating Systems provide a way to
manually configure the IP information for the host
O Drawbacks of manual configuration
A lot of work to configure all the hosts in a large network

Configuration process is error-prune

0 Automated Configuration Process is required

9/26/2016 SCI 445 - Fall 2016 51



Dynamic Host Configuration
Protocol (DHCP)

O DHCP server is responsible for providing
configuration information to hosts

O There is at least one DHCP server for an
administrative domain

O DHCP server maintains a pool of available addresses

9/26/2016 CSCI 445 - Fall 2016 52



DRHCP

O Newly booted or
Unicast to server
attached host sends —

DHCPDISCOVER “ DHCP |_  Other networks
message to a special o

IP add ress Broadcaat] ﬂ DHCP server
(255.255.255.255)

O DHCP relay agent
unicasts the message
to DHCP server and
waits for the
response

9/26/2016 CSCI 445 - Fall 2016 53
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Internet Control Message Protocol
(ICMP)

O Defines a collection of error messages that are sent back to
the source host whenever a router or host is unable to
process an |IP datagram successfully

Destination host unreachable due to link /node failure
Reassembly process failed

TTL had reached O (so datagrams don't cycle forever)
IP header checksum failed

O ICMP-Redirect

From router to a source host
With a better route information

9/26/2016 CSCI 445 - Fall 2016 54



Virtual Networks and Tunnels

O Internetworks often have shared infrastructure
networks

O Data packets may not be forwarded without
restriction
O Virtual Private Networks (VPN)

VPN is a heavily overused and definitions vary

An “private” network utilizing an shared network
infrastructure

9/26/2016 CSCI 445 - Fall 2016 55



Virtual Private Networks: Example

()

Corporation X private network

]Z\"' | / .E
M | //

Corporation Y private network

>

& e\ S

Virtual circuits

9/26/2016

A\ e

>

C

— Physical links

M
N ,

B )

\_/

¥
Physical links
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O Corporations Xand Y

want their own networks
via “leased lines”

- belonging to other

networks

X wants to keep their
data private

SodoesY
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“virtualization” can be
done on different layers
Layer 2 VPN
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Virtual Private Networks via IP Tunneling
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Summary

O internet and the Internet

O Global addressing scheme

O Packet fragmentation and assembly

O Best effort service model and datagram forwarding
O Address translation

O Host configuration

O Error reporting
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